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1 Binary Subtraction Problem

Binary Subtraction Problem (BSP): To represent an integer \( N \) as the difference of two binary numbers where the total number of bits (ones) is minimized.

A solution to the BSP can be represented using a single string over the alphabet \{I,0,1\}. For example, 100001 - 001010 can be represented by 10\text{I}0\text{I}1. A solution to the BSP for a given integer \( N \) is not necessarily unique. For instance, the solutions to BSP(51) are: 0110011, 011010\text{I}, 100\text{I}0\text{I}, 10\text{I}0011, 10\text{I}010\text{I}.

Ganesan and Manku [3] apply the binary subtraction problem to determine the optimal routes in Chord [2], a peer-to-peer network topology. The Chord topology is based on an undirected graph with \( 2^b \) nodes arranged on a ring, with edges connecting pairs of nodes that are \( 2^k \) positions apart for any \( k \geq 0 \). Nodes in this topology represent computers and the edges represent the overlay network connections. In general, it is desirable to minimize the path length of routed messages between two computers. For this topology, it turns out that a shortest route between an arbitrary pair of nodes at distance \( N \) can be determined from either a solution to BSP(\( N \)) or BSP(\( 2^b - N \)) [3]. Given that some routes may be blocked, it is desirable to know all possible shortest paths.

A Gray code is a listing of all solutions to a given problem such that successive solutions in the listing differ by a constant amount. In this paper we describe a 3-close Gray code for listing all solutions to BSP(\( N \)) that can be implemented to run in constant amortized time. In addition we identify precisely the values for \( N \) that produce the maximal number of solutions given that the binary representation of \( N \) is composed of \( b \) bits.
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2 Generation Algorithms

Ganesan and Manku [04] give a non-deterministic algorithm for producing an exhaustive listing of BSP(N), but no analysis of the running time is given. The following is a recursive description of their algorithm where $\mathbf{B}(N)$ denotes a listing of all the solutions to BSP(N). The notation $\mathbf{B}(N) \cdot 1$ denotes the listing $\mathbf{B}(N)$ with an additional 1 appended to each string. The notation $\mathbf{B}(N), \mathbf{B}(M)$ indicates the list of strings $\mathbf{B}(N)$ followed by the list $\mathbf{B}(M)$.

$$\mathbf{B}(N) = \begin{cases} 0 & \text{if } N = 0 \\ \mathbf{B}\left(\frac{N}{2}\right) \cdot 0 & \text{if } \text{suffix}(N, 0) \text{ and } N > 0 \\ \mathbf{B}\left(\frac{N-1}{2}\right) \cdot 1 & \text{if } \text{suffix}(N, 0(01)^*01) \\ \mathbf{B}\left(\frac{N+1}{2}\right) \cdot \bar{1} & \text{if } \text{suffix}(N, 1(10)^*11) \\ \mathbf{B}\left(\frac{N+1}{2}\right) \cdot \bar{1}, \mathbf{B}\left(\frac{N-1}{2}\right) \cdot 1 & \text{if } \text{suffix}(N, 11(01)^*01) \text{ or } \\ & \text{if } \text{suffix}(N, 00(10)^*11) \\ \end{cases}$$

The function $\text{suffix}(N, expr)$ returns true if a suffix of $N$, represented in binary, matches the regular expression $expr$. An example computation tree for this algorithm is given in Figure 1 where $N = 51 = 110011$. The nodes in the tree represent the input strings, and the labels on the edges represent the character to be prepended to the output string as specified by $\mathbf{B}(N)$.

Fig. 1. Computation tree for $\mathbf{B}(51)$
2.1 Efficiency Considerations

The running time of an algorithm for listing $B(N)$ depends on two things: (1) the amount of computation required at each node in the computation tree and (2) the number of nodes in the computation tree. At each node in the computation, the input string must be scanned to determine which regular expression matches a suffix. In the worst case this will take time linear to the length of the input string. Additionally, the input string must be modified before making a recursive call. This will also take linear time in the worst case. This amount of computation is not desirable; however, because there are only $O(b)$ different nodes in any computation tree we can pre-compute the parent-child relationships in linear time to improve the algorithm so that only a constant amount of work is required at each node. Now, given that each node is the result of a constant amount of work, the overall running time of the algorithm will be proportional to the number of nodes in the computation tree. If this number is proportional to the number of solutions generated (the leaves), then the algorithm will run in constant amortized time. However, in general this will not be the case due to the large number of degree one nodes.

2.2 Gray Code

One may observe from the computation tree in Figure 1 that in general the listing $B(N)$ is not a Gray code since successive strings in the listing may differ by up to a linear amount $O(b)$. However by studying the listings for a variety of input values, we discover a 3-close Gray code description for $N > 0$. This new listing is obtained by reversing the order of particular subtrees within the computation tree of $B(N)$. The result is a listing that will produce the same solutions, but in a different order. The overline in the description of this new listing $L(N)$ indicates that the listing of strings are reversed.

$$L(N) = \begin{cases} 
0 & \text{if } N = 0 \\
L\left(\frac{N}{2}\right) \cdot 0 & \text{if } \text{suffix}(N, 0) \text{ and } N > 0 \\
L\left(\frac{N-1}{2}\right) \cdot 1 & \text{if } \text{suffix}(N, 0(01)^*01) \\
L\left(\frac{N+1}{2}\right) \cdot \overline{1} & \text{if } \text{suffix}(N, 1(10)^{t}11) \\
\overline{L\left(\frac{N+1}{2}\right)} \cdot \overline{1}, \ L\left(\frac{N-1}{2}\right) \cdot 1 & \text{if } \text{suffix}(N, 11(01)^{t}01) \text{ and } t \text{ even} \\
L\left(\frac{N+1}{2}\right) \cdot \overline{1}, \ \overline{L\left(\frac{N-1}{2}\right)} \cdot 1 & \text{if } \text{suffix}(N, 00(10)^{t}11) \text{ and } t \text{ even} \\
L\left(\frac{N+1}{2}\right) \cdot \overline{1}, \ L\left(\frac{N-1}{2}\right) \cdot 1 & \text{if } \text{suffix}(N, 11(01)^{t}01) \text{ and } t \text{ odd or} \\
& \text{if } \text{suffix}(N, 00(10)^{t}11) \text{ and } t \text{ odd} 
\end{cases}$$
**Theorem 1** The listing \( L(N) \) of all solutions to \( BSP(N) \) where \( N > 0 \) is a 3-close Gray code.

**Proof Outline:** Apply induction and show that the interface strings for the last 3 cases differ in exactly the last three positions. \( \square \)

As an example, Figure 2 displays the computation tree for \( L(51) \). As before the nodes represent the input strings, but now if a subtree is to be reversed, this information is additionally passed down via the edges and represented by \( R \). Naturally, a reversal of a reversed subtree produces the regular ordering (see the 11 node furthest to the right in Figure 2). The following is the final listing generated:

\[
\begin{align*}
0 & 1 0 0 \bar{1} \bar{1} 0 \bar{1} \\
0 & 1 0 \bar{1} 0 1 0 \bar{1} & (2) \\
0 & 0 1 1 0 1 0 \bar{1} & (4) \\
0 & 0 1 1 0 0 1 1 & (0) \\
0 & 1 0 \bar{1} 0 0 1 1 & (4)
\end{align*}
\]

Observe that each successive string differs in exactly 3 successive positions by either the transformation 011 ↔ 10\( \bar{1} \) or 0\( \bar{1} \) ↔ \( \bar{1} \)01. Also observe that the rightmost of these positions (indicated in brackets) corresponds to the levels of the degree two nodes in the computation tree when visited in-order. Therefore, given the in-order sequence of levels of the degree 2 nodes along with the first output string in the listing, we can generate the Gray code listing \( L(N) \) in constant amortized time.
Theorem 2 The listing \( L(N) \) can be generated in constant amortized time with a linear \( O(b) \) amount of pre-processing.

Proof Outline: The parent-child relationships for the computation tree of \( L(N) \) can be precomputed in \( O(b) \) time. The nearest (left and right) degree 2 descendants of each degree 2 node can also be determined in \( O(b) \) time. Thus, the degree 2 nodes can be be traversed in constant amortized time. \( \square \).

3 Strings with Maximal Solutions

If \( N \) is represented by the binary string \( a_b \cdots a_0 \), then the number of solutions to \( \text{BSP}(N) \) may be 1 or there could potentially be an exponential number of solutions with respect to \( b \). Thus given \( b \), we are interested in finding a tight upper bound on the number of solutions, denoted \( \text{Max}(b) \), as well as a characterization of the bitstrings \( a_b \cdots a_0 \) that obtain this upper bound. When \( b = 0, 1, 2 \), the strings that produce the maximal number of solutions are 1, 11, and 110 respectively. The values \( \text{Max}(0) = 1 \) and \( \text{Max}(1) = \text{Max}(2) = 2 \). For \( 3 \leq b \leq 10 \) we apply a generation algorithm to determine which binary representations of \( N \) have \( \text{Max}(b) \) solutions to \( \text{BSP}(N) \):

<table>
<thead>
<tr>
<th>Bits: ( b )</th>
<th>Binary representations of ( N )</th>
<th>( \text{Max}(b) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1011</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>10110</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>101101</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>1011010</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>10110011</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>101100110</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>1011001101</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>10110011010</td>
<td>13</td>
</tr>
</tbody>
</table>

It is not difficult to observe that patterns are occurring both in the strings that produce the maximal solutions and in the number of solutions \( \text{Max}(b) \).

Theorem 3 \( \text{Max}(b) = f_{\lfloor b/2 \rfloor + 2}, \) the \( \lfloor b/2 \rfloor + 2^{nd} \) Fibonacci number. Moreover, the two bitstrings that have \( \text{Max}(b) \) solutions to \( \text{BSP}(N) \) where \( b \geq 3 \) are:

\[
\begin{align*}
10(1110)^411 & \quad \text{and} \quad 11(0011)^401 & \quad \text{if} \ b = 4t+3, \\
10(1110)^4110 & \quad \text{and} \quad 11(0011)^4010 & \quad \text{if} \ b = 4t+4, \\
10(1110)^41101 & \quad \text{and} \quad 11(0011)^40011 & \quad \text{if} \ b = 4t+5, \\
10(1110)^411010 & \quad \text{and} \quad 11(0011)^400110 & \quad \text{if} \ b = 4t+6.
\end{align*}
\]

Proof Outline: A generation algorithm will verify the base cases. Then using the recursive definition for \( B(N) \) we examine each possible suffix of \( N \) to determine restrictions on the solutions to \( \text{BSP}(N) \). We then apply induction on the suffixes that yield the most possible solutions. \( \square \)
4 Interesting Tidbit

If we consider the number of bits required to represent each solution to BSP\(N\) for each value of \(N\) starting from 0, we obtain the following sequence:

\[ A_N = 0, 1, 1, 2, 1, 2, 2, 1, 2, 2, 3, 2, 2, \ldots \]

For example, \(A_3 = 2\) since 2 is the minimum number of bits required to represent 3 as the difference of two binary numbers. This sequence corresponds to sequence A007302 in Sloane’s On-Line Encyclopedia of Integer Sequences [4]. Interestingly, these values also correspond to the cost of grid communications on the Connection Machine [5]. This sequence is also discussed with respect to \(k\)-regular sequences in [1].

5 Final Remarks

In this paper we have briefly described a 3-close Gray code algorithm to generate all solutions to BSP\(N\). Details were not specified, but the algorithm can be implemented to run in constant amortized time. An open problem is to determine whether or not the algorithm can be made loop-free. It is also interesting to see if these ideas can be extended to a \(k\)-ary alphabet.
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