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Linguistic Description of Relative Positions in Images

Pascal Matsakis, James M. Kell&ellow, IEEE Laurent Wendling, Jonathan Marjamaa, and Ozy Sjahputera

Abstract—Fuzzy set methods have been used to model andand hierarchical scene reasoning can take place, although no
manage uncertainty in various aspects of image processing, pat- actual imagery was analyzed. He discussed the use of fuzzy
tern recognition, and computer vision. High-level computer vision set theory for expressing constraints such as “near,” and used

applications hold a great potential for fuzzy set theory because . . . .
of its links to natural language. Linguistic scene description, a quadtree representations to determine (crisp) areas of an image

language-based interpretation of regions and their relationships, that would correspond to spatial concepts like “northeast.” In
is one such application that is starting to bear the fruits of fuzzy [8], Medasani and Krishnapuram described a fuzzy approach to
set theoretic involvement. In this paper, we are expanding on two content-based image retrieval that can handle linguistic queries
earlier endeavors. We introduce new families of fuzzy directional ;. /,|ying region labels, attribute values, and spatial relations.
relations that rely on the computation of histograms of forces. Given the importance of spatial relations in the description
These families preserve important relative position properties. .
They provide inputs to a fuzzy rule base that produces |ogica| of a scene, many methods have been created to define them for
linguistic descriptions along with assessments as to the validity of digital image objects. Winston [9] was interested in quantifying
the descriptions. Each linguistic output uses hedges from a dictio- spatial relations to create a program that could learn to recognize
nary of about 30 adverbs and other terms that can be tailored 10 |ine grawing representations of structures by building an ab-
individual users. Excellent results from several synthetic and real - . . . .
image examples show the applicability of this approach. stragt representatlpn of.a given line drawing and examining the
applicability of various internalized structure descriptions. He

used rules to generate descriptions for line drawings of three-di-
mensional (3-D) scenes. These descriptions were crisp and con-
text sensitive by nature. The relations involved wepB®VE,
|. INTRODUCTION SUPPORTSIN-FRONT-OF, LEFT, RIGHT, andMARRIES. A few years
ater, Freeman [10] proposed that the relative position of objects
%described in terms of 13 primitive spatial relationst@qT

, 2) RIGHT OF, 3) ABOVE, 4) BELOW, 5) BEHIND, 6) IN FRONT

7) BESIDE, 8) NEAR, 9) FAR, 10) TOUCHING, 11) BETWEEN,
INSIDE, and 13)ouTsIDE. The first six are called the primi-

e directional relations. While humans seem capable of ascer-
ining them, they are exceedingly difficult to define precisely.

I-or-nothing” standard mathematical relations are clearly not
itable, and Freeman proposed that fuzzy relations be used.
owever, computers have not been able to effectively model
these vital spatial concepts. For instance, many authors assimi-
rlgged two-dimensional (2-D) objects to very elementary entities

dimensions. This work was extended to incorporate fuzzy ch as a point (centroid) or a (bounding) rectangle [11}-[14].

theoretic operations to control perceptual grouping of primitiv h? proce(?jurlc_e Is practical, but cannot be hoped to give a satis-
elements [6]. Antony described an object oriented databa[g1 ory tmod e!ng.th i  the hist f les. Mi
management system to support spatial and temporal reasonin y introducing the notion of the histogram of angles, Miya-

[7]- He constructed a framework within which spatial, temporét']m and Ralescu [15,] developed the idea that the.relatlv'e posI-
tion between two objects can have a representation of its own

and can thus be described in terms other than spatial relation-
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ESCRIPTION of natural scenes is one of the most i

portant tasks in an image understanding system. Over
years, it has received considerable attention. The ACRON
system by Brooks [1] was an early approach to modeI—basE
image understanding that identified object instances in t
image by matching from a picture graph and an observabili
graph. Constraint networks [2], [3] have been used to identif
where objects might be located in a scene. Andress and K
[4] used the Dempster-Shafer belief framework to interpr
images from knowledge consisting of line drawings of th
expected scene. Walkest al. [5] developed a system for
reasoning about lines, planes, and polygons in two and th

1083-4419/01$10.00 ©2001 IEEE
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Fig. 1. Computation of4Z(8). It is the scalar resultant of forces (black
arrows). Each one tends to mafein directioné.

as the semantic inverse principle [10]. Better descriptive termi-
nology needs to be created and matched to the spatial relation-
ship definitions, particularly if the description language is to be
tailored to particular individual experts.

In [20]-[22], Matsakis and Wendling introduced the notion
of the histogram of forces. It generalizes and supersedes that
of the histogram of angles. It ensures rapid processing of raster

(b)
data as well as of vector data, and of Crisp objects as well Fc\g 2. Main characteristics of thE, and F;-histograms. (a) Independence

. . . rom distance £} -histograms): the force exerted By on L is equal to the
of fuzzy ObJECtS' It offers solid theoretical guarantees, and rce exerted by on J. (b) Independence from scalEf-histograms): the force

lows explicit and variable accounting of metric information. Wexerted by on L is equal to the force exerted liyon J.
briefly present this notion in Section Il, and in Section Il we de-

scribe new families of fuzzy directional relations relying on the @
computation of force histograms. These families are interfaced
with a set of fuzzy rules to generate linguistic descriptions of A C

@ (b) (©

relative positions, as explained in Section IV. The descriptions
contain a richer language than that found in [19]. We tune our
system from a group of simple images, and we demonstrate it

in Section V on a Iarge number of synthetlc Images as well F—l% 3. No existing family of directional relations fits with this perception of

Laser Radar (LADAR) range images of a complex power plagde world: (a)A is perfectly to the right of3, (b) C' is more to the right o)
scene. than above it, and (cZ' is more above than to the right of it.

II. E-HISTOGRAMS [Il. NEw FAMILIES OF FUzzY DIRECTIONAL RELATIONS

We represent the relative position of a 2-D objdotvith re- A. The Why
gard to another objed by a functionF4# from % into R The linguistic descriptions generated in Section V make use
For any directiord, the valueF’#(9) is the total weight of the of spatial prepositions related to the four primitive directional
arguments that can be found in order to support the propositia@tationships: “to the right of,” “above,” “to the left of,” and
“Alisin directiond of B.” More precisely, it is the scalar resul-“below.” Many families of fuzzy directional relations rely
tant of elementary forces. These forces are exerted by the pomtsthe construction of angle histograms [15]-[18]. Some do
of A on those ofB, and each tends to mov# in directionf not [23]-[25]. The former can be advantageously redefined
(Fig. 1). If F48 is defined onR, i.e., if for any # the scalar using histograms of constant forces [20], [26]. This stems from
resultantF45(9) is finite, then the paif A, B) is termedF-as- the fact thatF,-histograms coincide with angle histograms
sessabland F# is called thehistogram of forces associated[20]-[22], but without their weaknesses (anisotropy, require-
with (A, B) via F, or theF'-histogram associated wittd, B). ment for raster data, etc.) However, none of the above families
The objectd is theargumentand the objecB thereferent Note fits with the set of descriptions presented in Fig. 3. We could
that in the figures throughout this paper, the referent is alwagiggue whether the “natural” perception illustrated by this figure
drawn darker than the argument. is the most intuitive, but it is one possible perception, and we

Actually, the letterF’ denotes a numerical function. Lebe will use it for our discussion. Many families of directional
a real. If the elementary forces are in inverse ratidtowhere relations consider that the objedtis not perfectly to the right
d represents the distance between the points considered, tbkthe objectB (one may wonder when such an event occurs).
F is denoted byF;.. For anyr, any pair of disjoint objects is Others consider that' is more aboveD than to the right of it.
F.-assessable. ThHg,-histogram (histogram of constant forcesNo one is able to reconcile the two last descriptions, because
and F>-histogram (histogram of gravitational forces) have venyo one really takes metric information into account. Moreover,
different and very interesting characteristics as shown in Fig.@h object is often assessed to be in many directions with respect
The former provides a global view of the situation. It considets another: both to the right and somewhat to the left, and/or
the closest parts and the farthest parts of the objects equadilgth above and a little below. This feature is questionable. It
whereas the&,-histogram focuses on the closest parts. Detaitans counter to the fact that, generally, people do not combine
can be found in [20]-[22]. more than two spatial prepositions when translating visual
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Fig. 4. Directional relations cannot substitute for the spatial relation
“surround”. (a)A is surrounded byB. (b) A surroundsB. (c) A is included

in B. In each case, according to the existing families of directional relations,
object A is somewhat above, below, to the right and to the left of obj¢ets T /2
well. It does not mean that surroundsB.

information into natural language descriptions [27], [28] . Som
authors [15], [23] support the idea that it allows more comple
relationships—like “surround”—to be derived. For instance
knowing that an objectd is somewhat above, below, to the

ﬁ contradictory forces

compensatory forces

right, and to the left of an objed® as well, one could conclude . : =--%» 0
.. . . effective forces ! !

that A surroundsB. In our opinion, drawing such a conclusion 0, T

is not reasonable (see Fig. 4). The directional relations &

not the only spatial relations [10], and they cannot represe 2

the relative position of an object with regard to another all by

themselves. In particular, they cannot substitute for the spatial (®)

relation “surround.” Fig. 5. Contradictory(CTF'), compensatorfC' PF) and effective( EF)

forces. (a) The set of directions is divided into four quadrants? (bjs chosen

such that the 2-D material system depicted above is balanced. The percentage of
the effective forces is denotéd(RIGHT):b.(RIGHT) = EF/(CTF +

B. The How CPF + EF).

The previous analysis leads us to introduce alternative fami-
lies of fuzzy directional relations. These families will be used iﬂuadrant are used in a similar way to compensate the contradic-
Section V to generate the linguistic descriptions of relative POsbry forces of the first one. The amount of these compensatory
tions. They stem from a new way to exploit the force histogram@yrces is defined by_. The remaining forces are called the ef-
The idea is to impose physical considerations on the histografstive forces.
The broad outline of the method has been given in [29], and WeThanks to this first classification, the new families of direc-
now present it in detail. The French-speaking reader is also {sng| relations will not run counter to the fact that, generally,
vited to consult [26] (or [20]), in which it is shown that the new,egple do not combine more than two spatial prepositions when
families satisfy the four basic axiomatic properties [21], [22]: translating visual information into natural language descrip-
1) two objects can be assimilated to points if they are distaiiens. In Fig. 6, for instance, the objedtis not considered to
enough; the right of, above and below objeBt as well, but only to the
2) the directional relations are not sensitive to scale changgght of it. When assessing the degree of truth dfi$ above
3) neither a space dimension nor a direction are preferred?,” the contradictory and compensatory forces cancel each
4) the semantic inverse [10] principle is respected (e.g., obther out, and the proposition is found completely false. The
ject A is to the left of objecBB as much a3 is to the right same applies toA is belowB.”
of A). Now, as shown in Fig. 7, a threshotds employed to divide
Letr be a real and A, B) an F,.-assessable pair of objectsthe effective forces into optimal and suboptimal components.
Our goal is to assess the degree of truth of a proposition like “The optimal components support the idea thds “perfectly”
is in directiona of B,” wherea represents any angle. In this secto the right of B: whatever their direction, they are regarded as
tion, we will only consider the propositiont'is in direction 0 of horizontal and pointing to the right. The “average” direction
B,"i.e.“ Aisto the right ofB.” For another value of, you can «.(RIGHT) of the effective forces is then computed, in
simply perform the computations described below on the shifté@nformity with this agreement. We will return to and
histogram#*2(# + «). The forces exerted oB can be classi- a-(RIGHT) in Section lll-C. Due to the distinction between
fied in different types. First, the set of directions is divided intoptimal and suboptimal components, the new families of
four quadrants, as shown in Fig. 5. The forde$?(6) of the directional relations will be able to fit with the linguistic
outer quadrant$(c [, —n /2] or§ € [r/2,7]) are elements descriptions given in Fig. 3(b) and (c), and to ensure a coherent
which, to various degrees, weaken the propositidri¢ to the and continuous handling of intermediate configurations. Fig. 8
right of B.” The forces of the inner quadrants € [—7 /2, 0] or depicts the complete classification of the forces exerted on the
6 € [0,7/2]) are elements which support the proposition. Sonféference object.
forces of the third quadrant are used to compensate—as muchinally, the degree of truth,.(RIGHT') of * A is to the right
as possible—the contradictory forces of the fourth one. The pi@-B" is set to
portion of these compensatory forces is defined by an ahgle
to which we will return in Section IlI-C. Forces of the second  «,.(RIGHT) = p(c,.(RIGHT)) x b, (RIGHT).
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Fig. 6. According to the new families of directional relations, an object cannot be both to the right and to the left of another, or both above aaj\vélatv. (
is the relative position of with regard toB? (b) All forces are either contradictory or compensatory.i§ aboveB” is completely false. (c) All forces are
either contradictory or compensatory ‘is below B” is completely false. (d) All forces are effective and the histogram is symmettids ‘to the right ofB” is
completely true. (e) All forces are contradictoryl s to the left of B” is completely false.
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Fig. 7. Optimal and suboptimal components.{ajivides the effective forces into optimal and suboptimal components (/G HT') is such that the 2-D
material system depicted above is balanced. The area of the light gray weight in (b) is equal to the area of the light gray region in (a).

In this expression},.(RIGHT) denotes the percentage of theorresponds—as far as possible—to the barycenter of the
effective forces (Fig. 5). Herg; is the membership function system {(Q,E‘,AB(Q))}(;C[Q+77T1. The physical interpreta-
of a fuzzy set on[—w, ] that can be employed to define aion of 6, is illustrated by Fig. 5(b). The barycenter of
family of fuzzy directional relations between points [22]{(6, F*2(0))}ecje, IS
In our experiments, we used the typical triangular function N
graphed in Fig. 9(a). Let us note that the most optimistic point Jo OFP(6)do T oAB
of view consists in saying that any effective force is optimal. f; FAB(6)dg’ / <T(0)de |
Then,o.,.(RIGHT) is always equal to 0, anéct,.( RIGHT)) -
is 1. The valueb,.(RIGHT) therefore corresponds to theThereforef should be chosen such that
maximum degree of truth that can reasonably be attached to - ,

- f0+ OFAB(6)do

the proposition 4 is to the right ofB.” T _
2 fg: FAB(OYdO

LS

C. Computation of the Different Variables

On an oriented straight line, a material
is defined by its abscissar (location), and its mass Q T\ B
m  (weight). The barycenter of a discrete weighted / (9_§)Fr (6)dé = 0.
system like {F;},, or {(x;,m;)}:, is the material point ¢
(32 mawi)/(32;mi), 22, mi). The value of the anglé, is  Theintegralf” (6 —/2)F:*"(6)dd is greater than or equal
the element of —x /2,7 /2] such that(7r/2,f;+ F;,w(ﬁ)dH) to 0. However,[” (68— /2)F:*B()df is not necessarily less

poink i.e., it should be chosen such that

/2
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™

if (9 - f) FAB(6)dh < 0
—x/2 2
then/ (9 - 1) FAB(0)df = 0,
o, 2
if (9 - f) FAB(6)dd > 0 thenb, = — .
—x/2 2 2
A In a similar way:
(%RIGHT) Choosé?_ so that
- /2
if / (0+ g) FAB(9)d > 0
—x R ]
(b) then/ (6 + 5) FAB(6)do = 0,
Fig. 8. Forces exerted on the referent can be classified in four types: ﬂ/;ﬂ
contradictory forces, compensatory forces, optimal effective forces and . ™ AB ™
suboptimal effective forces. (a) Gray dotted arrows: contradictory forces. Black if / (9 + 5) ‘F1 (9)d9 < 0thenf_ = 5
dotted arrows: compensatory forces. Black continuous arrows: effective forces. -
b) G : suboptimal ts of the effective f . Black : P PO
ggtimr;yc?)%or;"(’;esn‘;&op imal components of the efiective forces. Black arrows Hence, as in Fig. 5, the value bf( RIGHT) is given by the
following.
If 64 > 6_ then
- o FAB(9)d6
(RIGHT) = —/—————,
| ) Jo FAB(0)df
; | .6 B _ if 6, <6_thenb.(RIGHT) = 0.
- w2 0 w2 & If there are no effective forces, i.e. lif( RIGHT) is equal
(@) (b) to zero, then:,.(RIGHT) is also equal to zero, and the value of

Fig. 9. Example of directional relations between points. (a) A typical fuzz??‘(RIGHT) is of no importance. OtherWiseﬁr(RIGHT) is

set. (b) IsA in directionc of B? The degree of truth of the propositioA‘is  chosen such th tov,.(RIGHT) Ot FAB (9)d9) corresponds

in directiona of B” is pu(3 — a). 1Je_ T .

to the barycenter of the following weighted system, which de-

pends on the threshold

S(6)
A o+
1 { <0,/ min {7, F:*P ()} d9> }
: o_
U {(6, max {0, F2B(0) — r}) }96[9779+1 .
::72 — —ﬁ/s ey 1:'/2_> o The only element of the first set (left operanq of the union)
0 expresses that the optimal components of the histogram are as-

similated to a unique force applied at point zero. The subop-
timal components appear in the second set. The physical in-
terpretation ofy,.(RIGHT) is illustrated by Fig. 7(b). Hence,
a-(RIGHT) is equal to

f:j 6 [max {0, F*P(6) — 7}] df
[+ FAB(6)d6 '

The threshold- can be any nonnegative real number. Let us
now explain how to choose it. Let,;, and . be respec-

(b)
Fig. 10. Directional sensitivity given to thE-histograms is characterized bytively the minimum and the maximum of the effective forces

[-7/2,7/2]). The value ofri, is O if 8 # —n/2 or

# /2, Or ismingepp ¢, F*P(6) otherwise. The value
Of Tinax IS Maxgepa_ 4. FAB(6). If 7 is chosen lower than or

than or equal to 0, which means that the previous equation ngHal tomin, there are no optimal components. Then, the ab-

not have any solution. In that case (no solution), all the forc&8lute value ofv,.(RIGHT) is maximum, and, (RIGHT) is

of the third and second quadrants should be used to compen&iimum (i.e., no choice of can result in a lower value). if

the contradictory forces of the fourth one (no effective forceds greater than or equal tQ.., there are no suboptimal compo-

Finally, a rigorous definition of.,. can be expressed as followsNents,.(RIGHT) is equal to zero, and,.(RIGHT) is max-
imum (i.e., equal té,.(RIGHT)). Settingr to the average—or

Choosé, so that aweighted average—of the effective forces constitutes a natural

design features of a microphone. Note that the upper horizontal segment in

a functionS. (a) An example of weighting functiof. (b) Analogy with the (@51
corresponds to an arc in (b). 9_|_
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TABLE |
THE EFFECT OF THETHRESHOLD T ON THE ASSESSMENT OF THEDIRECTIONAL RELATIONSHIPS (&) A WITH REGARD TO B. (b) C' WITH REGARD TO D. (¢) E
WITH REGARD TO F'. THE CONSIDEREDPAIRS OF OBJECTS (A, B), (C, D), AND (E. F'), ARE THOSEREPRESENTED BYFIG. 3. THE DIRECTIONAL RELATIONS
“TO THE RIGHT OF” AND “ABOVE” ARE ASSESSEDUSING TWO HISTOGRAMS (THE F-HISTOGRAM AND THE F3-HISTOGRAM), AND FOUR THRESHOLDS THE
MINIMUM OF THE EFFECTIVE FORCES( Tynin ), THE MAXIMUM (Tpax ), THE AVERAGE( T1), AND THE WEIGHTED AVERAGE 7, WHERE S DENOTES THEFUNCTION
GRAPHED IN FIG. 10(a). NOTE THAT IN EACH CASE ao(LEFT), as(LEFT), ag(BELOW), AND az(BELOW ) ARE EQUAL TO ZERO

T min max ave wei T min max ave wei T min max ave wel
2y(RIGHT) | 1.00 1.00 1.00 1.00 2(RIGHT) | 0.69 1.00 0.83 0.88 2(RIGHT) | 0.23 1.00 0.39 0.23
a,(ABOVE) [ 0.00 0.00 0.00 0.00 3(ABOVE)[ 0.31 0.58 0.39 0.38 2(ABOVE)| 0.77 1.00 0.82 0.87
2,(RIGHT) | 1.00 1.00 1.00 1.00 2,(RIGHT) | 0.82 1.00 0.92 1.00 2,(RIGHT) | 0.23 1.00 0.39 0.23
2,(ABOVE) | 0.00 0.00 0.00 0.00 2,(ABOVE)| 0.18 0.37 0.23 0.21 2,(ABOVE)| 0.77 1.00 0.82 0.87
@ (b) (©
compromise. This is why we setto the ratior,, defined as fol-
lows:
[+ S(6)F2AB(6)d6

Ty =

/2 )
702, 5(0)de
The weighting functionS, from [—x /2,7 /2] into [0,1], is l] ﬂ . . E
even, continuous, decreasing fin« /2], and takes the value

1 at zero.S characterizes the “directional sensitivity” that is
given to the F;-histograms. Fig. 10(a) shows the trapezoq;_ll 11. Comparison between five families of directional relations. Images.
function used in our experiments, while Fig. 10(b) shows hOWgumentA is in white and referenB in gray.
an analogy with the design features of a microphone, which
picks up more or less the lateral sounds, can be established . . . . . : .
The chosen function corresponds to a medium directional 3) fawly_ meet the basic axiomatic properties mentioned in
sensitivity, wheread—the function that associates 1 to any Section Ill-B.
value—corresponds to a large sensitivity (a sound engineherefore, likeFO and F2, they can be hoped to constitute a
would say “omnidirectional” instead of “large”). Note that satisfactory modeling of the directional relationshisis used
is the average of the effective forces. Table | illustrates how thg the system for linguistic scene description introduced in [19].
choice ofr impacts the assessment of the directional relatiogve will come back to that system in Section V-B.
ships. The table refers to the objects represented in Fig. 3. FOUEjg. 11 presents nine pairs of objects. For each pairB),
thresholds are considered. The weighted averagglows all  the propositions 1 is to therIGHT of B”, * AisABOVE B”, “ Ais
the linguistic descriptions given in Fig. 3 to be accommodateg thel eFt of B” and “A is BELOW B” have been assessed. The
Moreover, the values obtained express the “clearest” opiniogisgrees of truth produced By M, W, FO, andF2 are displayed
(the absolute differenceao(RIGHT) — ao(ABOVE)| and in Table Il. First, we give some specific comments concerning
|a2(RIGHT) —a(ABOV E)| are systematically higher whenthe different configurations. I is not perfectly belows in the
using this threshold). Finally, applying to the F-histogram  case depicted by Fig. 11(c), when does this event occur? The
allows C' to be assessed perfectly to the right/of We will  fact is that according t&, M, andW a proposition such as
exploit these features in the next sections. “ A is belowB” is never totally trueK andM see the “house”
of Fig. 11(e) (objectd) rather south of the “river” (objecB),
or maybe north, but certainly not wesY. sees the house rather
In this section, five families of directional spatial relationgvest, but the values produced are very low. In Fig. 1¥&gand
are consideredX, M, W, FO, andF2. The first,K, M, andW, \ are alone in thinking thati is more to the right of3, even
are based on the construction of angle histogrdtris:defined though they give a certain credit to the propositiohi$ above
by the aggregation method [1'W, by the compatibility method B”. |n Fig. 11(d), as4 becomes longel andM quickly affirm
[15], andW by the neural approach [18]. The secoR@andF2, that A is essentially located to the right &. FO eventually
are based on the constructionidf and F>-histograms, and the shares this point of view, but later on, and in a less definite way.
distinction between contradictory, compensatory and effectivg is uncertain, and gives the lowest degrees of trithis the
forces, as described above. Our aim here is to show througbrly family to maintain thatd essentially remains belo.
few examples that, contrary to the existing familie8,andF2  Now, according tdVl, objectA of Fig. 11(g) is not much more
do have the properties we were looking for in Section lll-A the left of objectB than below or above it, and is not
Note thatk andM are probably the most typiC8.| families that:much more to the left o8 in image (g) than in (|) Fina”y, in
1) involve fuzzy relations and not “all-or-nothing” ones;  Fig. 11(i), we ask if the ring is located to the left of the diB0.
2) do not assimilate objects to very elementary entities suahdF2 definitely say no. The families of directional relations
as a point (centroid) or a (bounding) rectangle; cannot substitute for the spatial relation “surrountf.’behaves

D. Examples
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TABLE I
COMPARISON BETWEEN FIVE FAMILIES OF DIRECTIONAL RELATIONS: RESULTS THE DEGREES OFTRUTH ARE GIVEN IN HUNDREDTHS

KIMIW|FOF2HKIM|W|FO|F2 K| M|W|F0(F2{| K|M|W|[F0]|F2
RIGHT || 71 | 78 [ 83 |100|100}{ 38 |32 (66 | 55|86 || 10|12 | 3 ] 0 | O [/ 60|71 [45]54 |21
ABOVE 151239 {0 |0 |{67[68|43|73/43})0]J]0[0[0] O 0j]0f5]070
LEFT H 0]0f0fj0]O 0]1]0]1[0]0}j10]12]8]0]0 2 11211 {0} 0O

BELOW[ 15238 | 0} 0 {{1]|5}2]0]|0}80]|88|86|100/100f 38|29 |43|76|99
(CY (b) © (d)

KIM|WIF0OIF 2 K M|W{F0[F2||K|[M|W|F0[F2 M| WIFO|F2 | K|M|W|F0|F2
RIGHT | 3 |7 |1 [0] O 113[1]0]0 1]1[{0[0]0 10| 110 ([0 }]25{50j11]0][0O
ABOVE 13380 3 [ 310 ||17]45[1 10 )0 {25]48/9]101 60 5010/ 0 [0 |{25[5]|5|0G]|0
LEFT || 22[18[21|75]|991/40|35(31 8799 [51[52]68]296]95 010
BELOW| 43 |81 | 5 [ 7 | 2 | 43|68 [13]20] 5 ||25]48[13] 0] O 50 |11] 0 ) 0}/25]5]610]0

(e) ® ) (M) @

K
4
29
3850|5548 44| 25|50]25
29
strangely, and gives values that do not reflect the symmetry of
the configuration.

Now, let us discuss the most distinguishing feature between
K, M, andW on the one hand, arfeD andF2 on the other. Con-
sider for instance the objects depicted in Fig. 11(h). Through a (@)
point of B (the disc), draw a vertical line. The right half-plane P
so defined contains some points4{in white). ForK, M, and
W, itis enough to conclude that the propositiohis to the right
of B” cannot be totally false. ThEO andF2 families are much
more exacting. According to them, an object cannot be simulta-
neously a bit to the left, and a bit to the right of another. Which
family provides the “best” results? The answer obviously de- (b)
pends .On context and the application _con5|de_red. we Ju.St d"F‘%t 12. Combination oF0 andF2's opinions. Objects. (a) The argument is
here with what Gapp [30] called thzasic meaningsf spatial 1/, and the referent i&7. (b) The argument i, and the referent €.
relations (the model proposed by Gapp to define the seman-

tics of spatial relations distinguishegntext-specific conceptual TABLE Il

knowledgdrom thebasic meaningsf the relations). However, COMBINATION OF FO AND F2'S OPINIONS. RESULTS
the new familied=0 and F2 express opinions which are fully
logical. As expected, and contrarykoM, andW, they fit with S RIGHT ABOVE LEFT BELOW || §1=ABOVE
the perception illustrated by Fig. 3, and do not assess an object , (5 0 053 081 0 d1=0.83
to be in more than two primitive directions with respect to an- ) 0 1.00 0.93 0 ml=1.00
other. =0)| 0 083 049 0
by(8) 0 1.00 0.89 0 8§2=LEFT
IV. GENERATION OF LINGUISTIC DESCRIPTIONS a(d) 0 083 081 0 d2=0.81
Now, we want to give a linguistic description of the relative (case 3) (case3) (case3) (case3) || m2=0.89
position between any 2-D object$ and B. The description @
proposed in the present paper relies on the sole primitive
directional relationships: “to the right of,” “above,” “to the left 8 RIGHT ABOVE LEFT BELOW || §1=ABOVE
of,” and “below.” It is generated fron#5'Z and F3'2. Other ®) | o 0.80 0.03 0 d1=0.80
histograms could have been considered. However, as observed by(8) 0 0.85 0.04 0 ml=0.61
in Sections Il and IlI-A: 1)Fy-histograms coincide with angle 20) | 0.50 0.55 0 0
histograms, which have been extensively used in the literature; bx8)| 0.51 0.61 0 0 S2=LEFT
2) gravitational forces are a reality of our physical world; and = "5 0 080  0.03 0 d2=0.03
3) the Iy and F»>-histograms have very different and interesting (case 1) (case2) (case2) (case3) m2=0

characteristics, which complement one another and allow for
geometric interpretation. First, eight values are extracted from
the analysis ofF5'? and F5'2. These values, computed as in
Section Ill, are:a,.(RIGHT), b.(RIGHT), a.(ABOVE), the two opinions—16 values—are combined. Four numeric
b.(ABOVE), a.(LEFT), b,(LEFT), a,.(BELOW), and and two symbolic features result from this combination. They
b.(BELOW). They represent the “opinion” given by the confeed a system of fuzzy rules that finally outputs the expected
sidered family (familyFO if » is 0, family F2 if » is 2). Then, description.

(b)
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ny
high medium-high medium-low m,
high perfectly - high medium
d, medium-high - high somewhat
medium-low mostly d; | medium alittle
low
() (b)
min {m;,m,}
medium-high medium-low
very high — | =
NOT very high >
i, high — max {m,ms)
NOT high T medinm
rather high T T e
NOT rather high T T satisfactory

(© (d)

Fig. 13. Rule base. (a) Primary directioff rules + 2 meta-rule$. (b) Secondary direction(4 rules + 2 meta-ruley. (c) Compound direction
(3 rules+ 4 meta-rule$. (d) Self-assessment (three rules).

U4 the objects. However, just because of this characterisfls
opinion may be excessive: sometimes excessively pessimistic,
A'is () above-right of B. and sometimes excessively optimistic. We will use the exam-
A is mostly to the right of B, ples presented in Fig. 12 and Table Il to illustr&@andF2's
but somewhat above. behavior. There are actually three cases.

A s () to the right of B, 1) a2(6) > bo(6) (which is equivalent tous(6) > bo(6) >
but a little above. ao(4))

According toFO0, the valueby(5) is the maximum de-
gree of truth that can reasonably be attached to the propo-
sition “A is in directioné of B”. Therefore,F2 conflicts
with FO. The valueno(6) may be too cautious, but(6)

Fig. 14. Training configurations and terminology (I). Primary, secondary, and ~ S€ems excessively optimistic. We choose a compromise
compound directions. In each case, the self-assessment of the description is:  solution and setz(§) = by(8). For instance, as shown in
“The description issatisfactory Fig. 12(b) and Table I1I-BF2 assesseB to be somewhat
to the right ofQ: ax(RIGHT) = 0.50. The reason is
T A that P is actually to the right of the closest part@f FO,
A which examines the configuration from a global point of
B A B B view, findsF2's opinion inordinate. It considers that, rea-
sonably, ‘P is to the right of” cannot be but completely
false:bo(RIGHT) = 0. We support-0's analysis and
seta(RIGHT) to zero.
@) (b) © 2) ag(6) > b2(6) (which implies thatuaa(8) < bo(9)).
Fig. 15. Training configurations and terminology (Il). Secondary direction. According toF2, the valueb,(6) is the maximum de-

Shifting. (a)A is perfectlyto theright of B. (b) A is perfectlyto theright of gree of truth that can reasonably be attached to the propo-
B, butslightly shiftedupward (c) A is perfectlyto theright of B, butstrongly sition “A is in directioné of B.” Therefore,FO conflicts

shiftedupward In each case, the self-assessment of the description is: “The with F2. We ianore the excessive pessimismF& and

description issatisfactory’ : 9 p .
set:a(6) = ap(6). Let us take again the example with
P and@. FO estimates at 0.80 the degree of truth &f “

O A

is perfecily to the right of B.— 0

o
o
o

A. Input Variables is above,” whereas2 considers that it should not ex-
Let A be the set of the four 2-D primitive direction& = ceed 0.61. This is a severe opinion, due to the fact that the

{RIGHT, ABOVE, LEFT, BELOW?}. Consider an ele- top-left part of@, very close taP, eclipses the rest of the

menté of A. A degree of truthz(é) has to be attached to the reference object iir2's analysis.

proposition “A is in directioné of B.” We work on the principle  3) a2(6) < bo(6) andag(6) < ba(6).

that ag(6), the value proposed b0, is never too optimistic, There is no conflict. We set:

but is often too cautious. We attribute the previous drawbackto  «a(6§) =  max{ag(6),a2(8)}. For instance, as

the fact that~0 only has a global view of the situation, and we shown in Fig. 12(a) and Table IlI-AF2 gives great
correct it considerindr2, which focuses on the closest parts of credit to the proposition7 is aboveN.” a;(ABOVE)
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1 is perfectly to the right of B.
The description is satisfactory.

2 is nearlys to the right of B.
The description is rather satisfactory.

eggo 3 is looselys to the right of B.
The description is unsatisfactory.
When relying on the sole primitive directional

relationships, no pertinent description of the
relative position between 4 and B can be given

Fig. 16. Training configurations and terminology (ll1). Self-assessment.

) ) miy =Inin{b0(51),b2(51)}, mo = Inin{bo(ég),bg(ég)}.
= A 'séafét;"l,zeaggc;?f 8. Here, 6, is the primary direction, and, the secondary direc-
--------------------------------- tion. The degree of truth(6) attached to the propositiord‘is

Uy

= bﬁt':,ﬁ;,f;,tyo;ﬂi?tgfztpﬁa% in directioné of B” is maximum whery is ;. See the two ex-
@ amples presented in Fig. 12 and Table III.
@ B. The Rule Base
A system of 27 fuzzy rules and meta-rules, displayed in
! Ais loosely, below-right of B. Fig. 13, handles a set of 16 adverbs, and allows precise lin-
@UUUUQ guist_ic descriptions_ to be produced_ (such asi$ perfectlyto
; the right of B,” “ A is mostlyto the right of B, but somewhat
A is perfectly below B, but | above”). The symbol -- that appears in Fig. 13 represents
strongly shifted to the right. | the “void” adverb. For instance,4 is -- to the right of B”
(b) should be readA is to the right ofB,” and can be considered

Fig. 17. Connection between: (a) “babové and “but shiftedupwarg” ~€Quivalent to A is almost perfectlyo the right of 8.” Finding

and (b) ‘belowbut shifted to theight” and “below-right” In each case, the appropriate terms to distinguish—in a natural way—between

self-assessment of the description is: “The descripticaiisfactory’ closely related configurations is sometimes difficult. Moreover,

a given word may be suited for linguistic descriptions of

equals 0.83F0 is more cautiousdy(ABOV E) equals completely different configurations. This is why, in the rule
0.53), but admits thatF2's opinion is defensible base, some adverbs appear more than once. The subscripts will
(bo(ABOV E) equals 1). Part of\/ is actually right be used only in this section, for tracking purposes. Note that the
above some part a¥. On the other hand, though no pardverbs are stored in a dictionary of terms, and can be tailored
of M is perfectly to the left ofV, many points ofM  to individual users. Two dictionaries are currently available:
are mostly to the left of many points d¥, andFO's  one in English, and one in French. The linguistic values, such
opinion @o(LEFT) equals 0.81) is also defensibleashigh, medium, lowwill be discussed subsequently.
(b2( LEFT) equals 0.89). We finally setl ABOVE)to  The description of the relative position between two objects

a2(ABOVE), anda(LEFT) t0 ao( LEFT). A and B will generally be composed of three parts. The first
It is easy to see that in the three cases: part is the main part of the description (e.g4, i to theright of
a(8) = max{ao(8), min{az(8), bo(8)}}. B"). Itinvolves the primary directior; . The second part sup-

plements the description (e.g., “but a litdbové). It involves
the secondary directiofy. The third part indicates to what ex-
a(6) = min{by(6), b2(6)}. tent the four primitive directional relationships are suited to de-
And in the third one (no conflict): scribing the relative position of the objects (e.g., “The descrip-
. tion is satisfactory). In other words, it indicates to what extent
a(8) < min{bo(6), b2(6)}. itis necessary to turn or not to other spatial relations (e.g., “sur-
The valuemin{b(6), b2(6)} measures to what extent bothrounds”).
sources of information agree on the fact thatan be consid-  The first part of the description depends on the input vari-
ered in directions of B. Finally, six parameters are extractedbless;, d; andm;. Itis generated by the set of rules shown in
from the analysis of the histogranig'? and 75'2, and used in  Fig. 13(a). Let us assume for instance that the primary direction
order to generate the linguistic description of the relative pogir is RIGHT, and that the two objectd and B can be assimi-
tion betweend andB. These value§,, dy, my, 62, d2, andm,  lated to points. In this case, the configuration is not ambiguous,
are defined as follows: there is no possibility of conflict between the two sources of in-
§ = argmaxa(S), O —arg max a(8), formation £5'8 ar_wdFQAB, andm, is high (actually equal to 1).
seA scA—{6:} However, the objectl can be “more or less” to the right &.
dy =a(éy), do =a(bs), The primary direction rule base offers three adverbs as candi-

Moreover, in the first and second cases (conflict):
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3
1“ medium medium 1‘ medium medium 1 low medium high
low low [ high\ [ high low low high\ | high
I
0.5 0.5 0.5
. / . NI
0 M, M, M, 1™ o o, D, D, i 0 M, M, 1 "2
@ (b) (©
A N . A 4
1 ow  medium high 1 medium medium 1
i fow fow high\ [high
| —
0.5 0.5 € 05
E
0 D, D, T I T M, Mg 1§ 0 i 2/
(d) (e)
A
1 low medium high

\ 4

max(mhmZ)

(o]
o

0 My
()

Fig. 18. Linguistic values used in the rule base. (a) Linguistic values:farln our experimentsd/; = 0.96, M5 = 0.80, M5z = 0.20. (b) Linguistic values
for dy. In our experimentsD; = 0.92, D, = 0.75, andD3s = 0.20. (c) Linguistic values forn. In our experimentsiM, = 0.93, M5 = 0. (d) Linguistic
values fords. In our experimentsD, = 0.25 and D5 = 0.08. (e) Linguistic values fomin{m, m,}. In our experimentsils = 0.95, AM> = 0.80, and
Ms = 0.20. (f) Linguistic values ford/d, . In our experimentsDs = 0.71, D, = 0.56, andDs = 0.42. (g) Linguistic values fomax{n., m-}. In our
experimentsiMy = 0.90 and M4 = 0.50.

dates for a hedge in the main part of the linguistic descriptiothe secondary direction is meaningless, and the main description
The adverbgerfectly --, (void) andmostlyhave been chosenis not supplemented [see sector 1 in Fig. 14 and Fig. 15(a)].

selection among the three words is made accordingy fche parts of the description may be combined, using one of the four
degree of truth of the propositiordis to the right ofB.” compound direction${BOVE-RIGHT, ABOVE-LEFT, BELOW-LEFT

It is clear that the 2-D objectd and B cannot always be as- and BELOW-RIGHT. This happens according to the rules shown
similated to points. The configuration may be ambiguous, aidl Fig. 13(c). Look at sectors 2, 3, and 4 in Fig. 14. The two
my may not behigh. Depending on the amount of ambiguitysources of information agree thdtcan be considered both to
perfectlydegenerates into --or nearly;, --» into nearly, or the right of and abov@ (i.e.,min{m;, m2} is high). However,
looselyy, etc. Note that ifm; or d; arelow (very serious con- only in sector 4 the degree of truth ofiis aboveB” can actu-
flict, very ambiguous configuration), the primary direction islly be compared to the degree of truth of fs to the right of
meaningless. Then, no pertinent linguistic description relying” (i.e., only in sector 4 the ratid, /d; is very high. Now, look
on the sole primitive directional relationships can be given, aad Fig. 19(a). Whatever the argumeidi/d; is very high How-

pens whemd and B intersect, or one surrounds the other.  makesmin{m;,m>} high. The connections between 1-piece
Unless it is equal to the series of question marks, the maidescriptions (such as4‘is above-right ofB”) and two-piece

description is likely to be supplemented using the set of ruleescriptions are illustrated in sectors 3 and 4 in Fig . 14 and Fig.

shown in Fig. 13(b). Suppose, for instance, that the primaty(b).

and secondary directions; and é,, are, respectivelyRIGHT Finally, if a pertinent linguistic description relying on the

andABOVE. The supplementary description dependsionds, sole primitive directional relations can be given (i.e., except for

andmeg. For high values ofmy, it can be “but (the object  “???2???7?"), then the description assesses itself using the last

is) a little above (the objecB)” or “but somewhaabove.” The set of rules shown in Fig. 13(d). The descriptiosadisfactory

two possibilities are shown in sectors 2 and 3 in Fig. 14. Thehen there is at least one direction that wins both sources of

choice between the competing adverbs is made accordihg toinformation over (i.e., whemax{m1,m} is high). This is il-

the degree of truth of A is aboveB.” For mediumvalues of lustrated by Fig. 16.

ms, the possibilities turn into “but (the object is) slightly

shifted upwa_\rd_(_rela_tive td)” and “but s_tronglysh_ifted UP- ¢ Linguistic Values

ward.” The signification of these expressions—which could not

be obtained without the contribution of the histogram of gravita- Each linguistic value used in the rule base (likgh, medium

tional forces—is illustrated by Fig. 15. The connection betwed@w) corresponds to a fuzzy set whose membership function

the two kinds of expressions (“but... above,” “but... shifted upis represented by a trapezoid. The trapezoid is symmetrical (un-

ward”) is illustrated by Fig. 17(a). Note thatii, or d» arelow, less truncated), and chosen so that the core is half the support.



1 is looselys below-left of B.

The description is
unsatisfactory.

2 is looselys below-left of B.

The description is
rather satisfactory.

3 is looselys below-left of B.

The description is
satisfactory.

4 is nearlys below-left of B.
The description is
satisfactory.

5 is (--3) below-left of B.
The description is
satisfactory.
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somewhais preferred ta little [Fig. 13(b)] and has been set to
w(37 /24 — 7 /2). Itis the degree of truth of “point is above
pointB,” when A is actually in directior8x /24 of B (the direc-
tion common to sectors 2 and 3). In a similar wBy, [Fig. 13(c)
and Fig. 18(f)] has been set @57 /24 — 7 /2) /(57 /24). The
numerator is the degree of truth of the proposition “poinis
above pointB,” when A is actually in directiorbz /24 of B,
and the denominator is the degree of truth dfi$ to the right
of B.”

In the description of the relative position between point-like
objects, each adverb is selected among a few other candi-
dates, and the selection rules are determinedbyD-, etc.,
through the linguistic values. When the objects cannot be
assimilated to points, the set of candidates depends on the

(a) amount of ambiguity. For a “low” ambiguity (Fig. 13(a);1
is high), the adverb in the main description is picked from
{per fectly, --o, mostly}. For a “medium” ambiguity
is medium-high it is picked from{--1, nearlys, loselys}
instead. The parametéd; (Fig. 18(a)) thus determines when
the second set of candidates is preferred to the first one. The
decision, of course, is rather subjective. That is why, contrary to
Dy, D, etc., the parameter®; to Mo have all been assessed
empirically, according to our own intuition. For example,
My and Mo [Fig. 18(g)] have been chosen considering the
sequence of configurations represented by Fig. 16.
5 is (--1) to the right of B. It is clear that the linguistic values can be tailored—like the
The description is rather satisfactory.  (jctionary of terms—to individual users. In particular, a coarser
6 is nearly» to the right of B. language can be easily obtained by choosing a smaller set of
The description is rather satisfactory.  adverbs, fewer linguistic values, and fewer rules (e.g., the set
7 is looselys to the right of B. of rules shown in Fig. 13(b) can be ignored if no supplementary
The description is rather satisfactory  description is desired). A fuzzy rule base is a natural mechanism
() to allow users to remove, add and test new adverbs, rules, and
membership distributions.

1 is perfectly to the right of B,
but strongly shifted downward.
The description is satisfactory.

2 is perfectly to the right of B,
but slightly shifted downward.
The description is satisfactory.

3 is perfectly to the right of B.
The description is satisfactory.

4 is (--1) to the right of B.
The description is satisfactory.

Fig. 19. Two series of tests on synthetic data.

Therefore,\ is completely determined by one or two parame- V. EXPERIMENTAL RESULTS

ters: the values af such that\(z) = 0.5. All the membership A Synthetic Data

functions are depicted in Fig. 18. The different paramet®ys, i
to Dg andM; to M, have been set considering typical config- Many results on synthetic data have already been presented

urations such as those in Figs. 14—16. Most of the valdet in Section IV (see Figs. 14-17). Fig. 19 shows two more series

Dg result from precise computations, the others have been defgrc_:onﬂguranons, which have not been used in ihe training stage

. . . . . tar the determination of the linguistic values. Other series can be
mined empirically. We_ refer to th|s_tun|ng process as the tramng und in [29]. In fact, all these data are part of an animation that
of the system.D), for msta_nce [F.'g' 18(b)] has been d.educew built to evaluate our system. Structured round 35 key config-
from the sequence of configurations represented by Fig. 14 tions, it is made up of more than two thousand images, and
involving point-like objects. In each casey is high (equal to ' !

h lated 's linquistic valueshiah and lasts about three and a half minutes. Six short movies supple-
1). The parameteb;, related tal,’s linguistic valueshighand oy the electronic version of the paper and cover a large part of

mediumhigh, therefore determines when the void advesds-  he animation: the first movie, MATSAO1.AVI, can be related to
preferred toperfectly[Fig. 13(a)]. It has been naturally set t0gjg_17(a); MATSA02.AVI is a variant that involves intersecting
p(/24), wherey. is the membership function graphed in Fig. 9ppjects; MATSA03.AVI is linked to Fig. 3, Fig. 11(c) and (d),
andw/24 the angle common to sectors 1 and 2 in Fig. 14. Igng Fig. 17(b); MATSA04.AVI shows the series of configura-
other words,D; is the degree of truth of the proposition “pointjons presented by Fig. 19(b), and MATSA05.AVI shows the se-
Ais to the right of pointB,” when A is in fact exactly in direc- ries presented by Fig. 19(a); the last movie, MATSA06.AVI, is
tion /24 of B. Most of the valued), to Ds have been deducedrelated to Fig. 4, Fig. 11(g)—(i), and Fig. 16. Note that the six
from such geometric observations, considering nonambiguatideo clips use a pseudo-polar representation of the histograms,
configurations.D, for example, which is related td,’s lin- more expressive than the Cartesian one (Fig. 20). An example
guistic valueshigh andmedium[Fig. 18(d)], determines when of a frame is shown and described in Fig. 21.
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2
Cartesian
representation

LEFT

BELOW

pseudo-polar
representation

Fig. 20. From Cartesian to pseudo-polar histogram representation: |. Rotate. Il. Turn. Ill. Wrap.

""" = e - histogram of Constant forces FQAB

referent B .
~~~~~ -~ degree of truth (in tenths)
‘‘‘‘‘‘‘‘‘ of “A is to the right of B”:
0.95<ay(RIGHT)
argument A
----------- ® ap(8) is maximum in this direction
linguistic description: | ¢ LG aR T 0O<ay(BELOW)<0.05

appears in green if satisfactory,
in orange if rather satisfactory,
in red if unsatisfactory

histogram of AB
Gravitational forces F,

~~

0.05<a,(ABOVE)<0.15

.
~w
-~

. ~ no value displayed: a,(BELOW)=0

Fig. 21. Sample frame to understand the movies that supplement the electronic version of the paper.

B. Real Data the Choquet fuzzy integral, and trained on aggregate responses

i , from a panel of people. The results are the degrees of truth of
In our experiments on real data, we used two images is to the right ofB,” A is aboveB,” * A is to the left ofB,”

provided by the Naval Air Warfare Center (Fig. 22). Thesg, .4 is pelowB.” The 181 remaining inputs feed a multilayer
Images are LADA.R (Laser Radar) range images [31] of trH?erceptron that produces the degree of truthbtirroundss”
power-plant at China Lake, CA. They were processed by 8@iain trained by the human panel responses). Finally, the five
plying first a median filter, and then the pseudo-lntensny f'lte6utputs of the neural networks are used as the inputs of a fuzzy
1/4/1+ G% + G, whereG,, and G, are the Sobel gradient ryje base containing 242 rules. TWK system is able to gen-
magnitudes in & x 3 window. Finally, the filtered images wereerate ten different linguistic descriptions. Eight are related to the
segmented and labeled manually. Wang and Keller used vimitive and compound directionsAis to the right ofB,” “ A
same real data to test a fuzzy rule-based approach for linguiséi@bove-right ofB,” “ A is aboveB,” “ A is above-left ofB,”
scene description [19]. Below, their system is referred to as tha is to the left ofB,” “ A is below-left of B,” “ A is belowB,”
WK system, and the system introduced in the present papeaigl “A is below-right of B.” The two others are A surrounds
referred to as thBIK system. Figs. 23 and 24 show the 24 pairg” and “A is amongB.” No self-assessment is provided.
of objects (or groups of objects) that have been considered ilMK has not been given the ability to recognize the last two
our experiments. For each pair, the results from B and relationships. However, its vocabulary is much richer. Exam-
MK are displayed in Tables IV and V. ination of Tables IV and V shows that this richness is gener-
Before examining the results, let us describe brigflg . The ally very well employed. The outputs of the two systevik
system accepts 373 input variables. Eleven inputs are relate@dtaMK can sometimes be found equivalent (in Table IV, com-
some geometric features (e.g., areas of the objects, distancegage the results about the objects 2, 3, 7, and 10; in Table V,
tween them) and 181 come from the angle histogram definedaasnpare those about 4, 7, and 9). NeverthelsHs, is often
in [15]. The remaining 181 are from a second histogram that newuch more precise thaWK . Consider for instance the object
quires the computation, for each polfbf the reference object, 4 of Fig. 23: the descriptions agree for the most part, N3kt
of the angle made by the two tangents fréio the argument notes that the relationship is not a perfect above-left, and uses
object. The first 192 inputs feed four neural networks fused withe adverb “loosely” to indicate a bias in one direction. Con-
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@)

(b)

©

(d)

Fig.22. Realdata. (a) LADAR range image NAWC 20675, after filtering. (b) LADAR range image NAWC 20675, after filtering, hand-segmentationiagd label
(c) LADAR range image NAWC 20695, after filtering. (d) LADAR range image NAWC 20695, after filtering, hand-segmentation and labeling.

3 4
& e @ Y- Y

Fig. 23. First series of tests on real data. Configurations. For each image, the reference object is in black, and the argument(s) in dark grgyaif béjkgis
are ignored.

sider now object 8: the descriptions agree on the primary diradK does not make any distinction and sees both arguments
tion, butMK' points out that the storehouse is slightly shiftedbove-left. Many other examples can be found in Fig. 24 and
to the left. These expanded vocabulary and increased deschigble V (consider the objects 1 and 2, 3 and 4, and 10 and 11).
tive ability give toMK a higher resolving power thaWK . For We also point out that, contrary WK, theMK system guaran-
instance, our system distinguishes between the two configutaes the two following properties: 1) the linguistic descriptions
tions with objects 5 and 6 of Fig. 23. Concerning objed&  are not sensitive to scale changes and 2) the semantic inverse
ignores the “above” relationship, insignificant in distance conj10] principle is respected. In Fig. 15(b) for instanb finds
pared to the “left” relation. Concerning object 6, it expresses thalbject A perfectly to theight of B, but slightly shiftecupward

the tower is more to the left of than above the stackbuildingSherefore, we can be sure thatwill be found perfectly to the
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Fig. 24. Second series of tests on real data. Configurations. For each image, the reference object is in black, and the argument(s) in darkigrgsaylhe lig

objects are ignored.

TABLE IV

FIRST SERIES OFTESTS ONREAL DATA: RESULTS WK IS THE SYSTEM INTRODUCED IN[19], AND MK THE SYSTEM DEFINED IN THE PRESENTPAPER

(a) WK:
MK:

WK:
MK:
(b) WK:
MK:
(¢) WK:
MK:
d) WK:
MK:
WK:
MK:
WK:
MK:
WK:
MK:
WK:
MK:
WK:
MK:
() WK:
MK:

The stackbuilding 1 is to the right of the reference stackbuilding.

The stackbuilding 1 is perfectly to the right of the reference stackbuilding, but slightly shifted upward.
The description is satisfactory.

The stackbuilding 2 is fo the right of the reference stackbuilding.

The stackbuilding 2 is perfectly to the right of the reference stackbuilding. The description is satisfactory.
The group 3 of buildings is above the stackbuildings.

The group 3 of buildings is perfectly above the stackbuildings. The description is satisfactory.

The group 4 of storehouses is above-left of the stackbuildings.

The group 4 of storehouses is loosely above-left of the stackbuildings. The description is satisfactory.
The tower 5 is above-left of the stackbuildings.

The tower 5 is perfectly to the left of the stackbuildings. The description is satisfactory.

The tower 6 is above-left of the stackbuildings.

The tower 6 is to the left of the stackbuildings, but a little above. The description is satisfactory.

The tower 7 is to the left of the stackbuildings.

The tower 7 is perfectly to the left of the stackbuildings. The description is satisfactory.

The storehouse 8 is above the stackbuildings.

The storehouse 8 is perfectly above the stackbuildings, but slightly shifted to the left. The description is satisfactory.
The storehouse 9 is above-right of the stackbuildings.

The storehouse 9 is perfectly above the stackbuildings, but slightly shifted to the right. The description is satisfactory.
The road 10 is to the right of the stackbuildings.

The road 10 is perfectly to the right of the stackbuildings. The description is satisfactory.

The pipe 11 surrounds the stackbuildings.
2997777

left of A, but slightly shifteddownward This explains why the rich asMK ’s is tricky (it is always easier to be right when vague
term “shifted” has been preferred to “extends.” One could saynd imprecise). For instanddK affirms that the stackbuilding
that “A is perfectly to the right of3, butextendsipward”. How- 1 of Fig. 23 is perfectly to the right of the referent, but it also de-
ever, ‘B is perfectly to the left of4, butextendslownward” is scribes—and this piece of information is questionable—a sec-
obviously incorrect. Remember this#K does not use any in- ondary direction, “upward.” The relation exists because of the
formation (area, compactness, etc.) about an individual objetbp left corner of the argument, which is nearly above the bottom
Although theMK system globally performs very well, someright corner of the referent. This minute detail is caught due to
results are not totally satisfactory. Dealing with a language #w F>-histogram’s local view. The least satisfactory description
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TABLE V
SECOND SERIES OFTESTS ONREAL DATA: RESULTS WK IS THE SYSTEM INTRODUCED IN[19], AND MK THE SYSTEM DEFINED IN THE PRESENTPAPER

(a) WK: The stackbuilding 1 is below the reference stackbuilding.
MK: The stackbuilding 1 is loosely below-right of the reference stackbuilding. The description is satisfactory.
WK: The stackbuilding 2 is below the reference stackbuilding.
MK: The stackbuilding 2 is nearly below-right of the reference stackbuilding. The description is satisfactory.
(b) WK: The building 3 is above-left of the stackbuildings.
MK: The building 3 is 1o the left of the stackbuildings, but a little above. The description is satisfactory.
WK: The tower 4 is above-left of the stackbuildings.
MK: The tower 4 is above-left of the stackbuildings. The description is satisfactory.
WK: The tower 5 is above the stackbuildings.
MK: The tower 5 is perfectly above the stackbuildings, but strongly shifted to the right. The description is satisfactory.
(¢) WK: The pipe 6 is fo the left of the stackbuildings.
MK: The pipe 6 is loosely to the left of the stackbuildings, but slightly shifted downward. The description is rather satisfactory.
(d) WK: The group 7 of buildings is to the right of the stackbuildings.
MK: The group 7 of buildings is perfectly to the right of the stackbuildings. The description is satisfactory.
(¢) WK: The group 8 of storehouses is to the right of the stackbuildings.
MK: The group 8 of storehouses is loosely above-right of the stackbuildings. The description is satisfactory.
() WK: The road 9 is to the left of the stackbuildings.
MK: The road 9 is perfectly to the left of the stackbuildings. The description is satisfactory.
WK: The pipe 10 is above the stackbuildings.
MK: The pipe 10 is perfectly above the stackbuildings, but slightly shifted to the left. The description is satisfactory.
WK: The pipe 11 is above the stackbuildings.
MK: The pipe 11 is loosely above-right of the stackbuildings. The description is satisfactory.
WK: The pipe 12 is to the right of the stackbuildings.
MK: The pipe 12 is to the right of the stackbuildings, but strongly shifted upward. The description is rather satisfactory.

WK: The pipe 13 is to the right of the stackbuildings.
MK: The pipe 13 is perfectly to the right of the stackbuildings, but slightly shifted downward. The description is satisfactory.

might be the one that concerns the object 6 of Fig. 24. A pieceafdegree of self-assessment concerning the linguistic descrip-
the pipe extends between the uppermost and middle stackbuiidns. Good intuitive results are displayed for most cases. The
ings. At the end of the extension, the pipe has a strong “dowttescriptions in general agree with those produced by the Keller
ward” relationship with the uppermost building (and a weaind Wang system for straightforward objects (hence, they are
“upward” relationship with the middle one). As aresult, ME  compatible with the human panel responses). However, in many
system assesses the argument to be slightly shifted downweades, they provide better information. Moreover, the fuzzy rule

relative to the referent. A similar phenomenon can be observealse in our approach is much smaller, and the computation of
with the object 12 of the same figure. However, note that in botixtra geometric features is not needed. In the future, such fea-
casesMK itself considers the descripticather satisfactory. tures could be used to improve and refine even more the descrip-

scribe the relative position between the pipe 11 and the stackides,” and “contains,” could also be incorporated. The ability
buildings of Fig. 23. The output is appropriate, since none of the easily adapt the fuzzy rules, their adjectives, and the fuzzy
directional relationships are relevant. The fact is confirmed I®ets defining the adjective meanings, constitute another possible
WK, which has been given the ability to recognize “surroundsdrea for enhancement. We are currently working on using our
approach to retrieve images and object images given a linguistic
description (by a human or by the system, say, from a different
aspect angle).

In this paper, we have examined the issues involved in uti-
lizing consistent spatial relationship information to produce lin- ACKNOWLEDGMENT
guistic descriptions of natural scenes. The methodology is based ] ] . ]
on histograms of forces that capture essential elements of relaf- Matsakis, J. Keller, J. Marjamaa, and O. Sjahputera wish
tive position with well defined properties. By imposing physica{P thank the p_ersonnel of the_ Naval Air Warfare Center for their
considerations on the histograms, we have introduced new fa@gsistance with the LADAR imagery
ilies of fuzzy directional relations. Our system interfaces these
families with a fuzzy rule base and handles arich language to de- REFERENCES
scribe the spatial organization of scene regions, as demonstratggh g grooks, “Symbolic reasoning among 3-D models and 2-D images,”
by the many examples shown. The systemis even able to provide  Artif. Intell., vol. 17, pp. 285-348, 1981.

VI. CONCLUSION
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