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Computer System Ar chitectures

= Flynn, 1966+1972 classification of computer systemsin
terms of instruction and data stream organizations

= Based on Von-Neumann model (separate processor and
memory units
= 4 machine organizations
- SISD - SingleInstruction, Single Data
- SIMD - Single Instruction, Multiple Data
- MISD - Multiple Instruction, Single Data
- MIMD - Multiple Instruction, Multiple Data
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Flynn Architectures (1)
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PU — processor unit
| — intruction stream
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Flynn Architectures (2)

Multiprocessor
and
Multicomputer

=
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Common Bus based

( 1) shared nenory ( 2) Local nemory
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i Multi-stage Switches

Chapter 2 Concepts and
Architectures 7

i“ Homogeneous Multicomputer Systems— Processor Arrays
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i L oosely coupled multi -computer systems

Distributed Memory Multi-computer
IPC by message passing

Typically PC or workstation clusters
Physically distributed components

Characterized by longer message delays and
limited bandwidth

0 0O 0O O
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i“ Closely coupled multi -computer systems

Q Shared Memory Multiprocessor

O Processor s connected via common busor fast

network

U Characterized by short message delays, high
bandwidth

QO IPC via Shared Memory

Chapter 2 Concepts and
Architectures 10

* Network based Systems

= Network size: number of nodes N
= Node:n,1E£i £N
= Distance: d(n;, n;): number of links between n; and
n.
]
= Network distance: D = max(d(n;, n;))
= Degree: degree(n,): number of links from/ton,

= Network topology is an abstract graph to represent
the architecture of a network
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i“ Desired Properties:

= (1) When network size growsarbitrarily, the network
distanceincreasesvery slowly:
limD/N=0

N®@¥
= (2) Thereexistsaconstant k, such that
degree(n;) £ k
= (3) Routing algorithm iseasy toimplement and
independent of network size
= (4) When somenodesor linksarefailed, the network is
still connected (with lower performance)
= (5) Traficloadsareevenly distributed over the network
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Typical network topologies:

star ring B-tree
complete regular arbitrary
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Evaluation of network topologies:

Software Concepts

ystem Description. Main Goal
Tightly-coupled operating system dclang
: manage
DOS for multi-processors and
q hardware
homogeneous multicomputer:
Tesource
q Offer local
Loosely-coupled operating system CERES
NOS for heterogeneous "
mulficomputers (LAN and WAN) 5
THeTt:
Additional layer atop of NOS Provide
Middleware |implementing general-purpose distribution
SETVICES Transparency

a DOS (Distributed Operating Systems)
a NOS (Network Operating Systems)
a Middleware
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: Uniprocessor Operating System
QOCess | device | file | memory
0S
I:l [ 1 [ ]
= /
Computer
[ S S S S S S S S S S S S S S S S S S S S —
virtual machine: multiple  concurrent
processes running under a uniprocessor 0S.
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Distributed Operating System

Tstribute pTications

process device Tile menory.

hardware...

net

Tightly-coupled operating system for multi-processors and
homogeneous multi-computers. Strong transparency.
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DOS: characteristics (1)

Distributed Operating Systems

= Allowsamultiprocessor or multicomputer network
resour cesto beintegrated asa single system image

= Hide and manage hardware and software
resources

= providestransparency support

= provide heter ogeneity support

= control network in most effective way

= consistsof low level commands + local operating systems +
distributed features

= Inter-process communication (IPC)
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DOS: characteristics (2)

= remotefileand device access

= global addressing and naming

= trading and naming services

= synchronization and deadlock avoidance

= resourceallocation and protection

= global resourcesharing

= deadlock avoidance

= communication security

= noexamplesin general use but many resear ch systems:

Amoeba, Chorusetc. see Google “ distributed systems
research”
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Network Operating System

Network Applications
NOS NOS NOS NOS

E°

hardware...

net

Loosely-coupled operating system for heterogeneous multi-
computers (LAN and WAN). Weak transparency.
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NOS: characteristics

Network Operating System

= extension of centralized operating systems

= offer local services to remote clients

= each processor has own operating system

= user owns a machine, but can access others (e.g.
rlogin, telnet)

= no global naming of resources

= system haslittlefault tolerance

= eg. UNIX, WindowsNT, 2000
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Middleware System

NOS NOS NOS NOS

Dq
hardware...

Additional layer on the top of NOS implementing general
purpose services. Better transparency.
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Middleware Examples

Examples: Sun RPC, CORBA, DCOM, Java RM | (distributed object
technology)

Built on top of transport layer inthe|SO/OSI 7 layer reference model:
application (protocol), presentation (semantic), session (dialogue),

transport (e.g. TCP or UDP), network (IP, ATM etc), datalink (frames,

checksum), physical (bitsand bytes)

Most areimplemented over theinternet protocols

Masks heter ogeneity of underlying networks, hardware, operating
system and programming languages — so providesa uniform
programming model with standard services

3typesof middleware:

= transaction oriented (for distributed database applications)

= message oriented (for reliable asynchronous communication)

= remote procedure calls (RPC) — theorigina OO middleware
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Comparison between Systems

Distributed 4s

etwork Niiddleware-
n

egree of transparency [ery Aig! 1] Tow High

Jame OS on all nodes es les o o

umber of copies of 0S

asis for Shared
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lobal lobal
[esouTce mar Entral distributed Fer oae Hernoae
[calability o Nloderately es aries
Openness Closed Closed Open Open
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System Platforms

» client/server: consider users as clients, and
services provider as servers.

» browser/server: general purpose client
interface, easy to use.
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Terminal/Machine Model

] display
4
client | presentation
/ function
data
——
I

» (L)presentation logic: how to interact?
» (2)function logic: how to implement function?

» (3)data logic: how to maintain, update and protect data?
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Client/Server Model

reply
function e function
>
presentation request data
]
client Fooo
server

presentation: GUI: Graphic User Interface.

function: implemented in server side or partly in client
side for efficiency.

data: DBMS.
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Timing interaction between client and server

Wit for resah
R —— —
Reguest Seph
Sarvar . S
Erowine sardios Tl =

Client/Server interaction can be implemented by either
message passing or RPC(remote Procedure Call).
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Browser/Server Model

P By
function function function

> S
P + request da request dat;

client

Implemented as athreetiered architecture
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Browser/Server Model (2)

> easy to use

» smply system development, update
» easy to be standard

> weak interactive

» weak security

> lower efficiency (comparewith client/server)
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$| Alternative client-server organizations

Advantages of Multi-tiered Architectures

> flexibility of selecting different hardware
components

» easy to maintain and manage the system
» easy toupdate or re-organizethesystem

> easy to enforce different security policies at
different levels

» easy toimplement software modules with
clearly defined interfaces
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Internet search engine into three different layers:
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Enterprise(J2EE) Application Model
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